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1. Introduction to Autonomous Vehicles 

Because of urbanization and the increasing number of vehicles on the road, traffic has become 

more complex, leading to increasing car accidents and traffic congestion. Self-driving car 

technology research has made things easier on the road and change the traditional 

transportation way. Lots of research work focuses on the perception of transportation 

environment, path planning, etc. However, fundamental issues like accurate positioning, map 

building of the environment, etc., still need more work to assure safety and reliability of self-

driving cars Accurate positioning and mapping are important for self-driving cars because 

both of them are the necessary components to enhance the safety and trustworthiness of self-

driving cars. In the real world, GPS is not one hundred percent accurate and there are no GPS 

signals in tunnels and urban canyons. Furthermore, lanes, buildings, and trees can reduce the 

accuracy of GNSS greatly. It is not wise for self-driving cars to rely only on GNSS for accurate 

positioning. To solve the requirements of self-driving cars for accurate positioning and 

reliable and updated maps, researchers are now making many efforts to make self-driving 

vehicles free from GNSS and they hope that these efforts can assist new vehicles to build HD 

maps automatically. In recent years, self-driving vehicles have been paid more and more 

attention. Trying to make up for human or exceed human drivers to self drive the car has 

become one of the development direction of the auto industry. High precision positioning 

must be guaranteed to make unmanned vehicles safe and reliable. Autonomous Vehicle 

Localization and Mapping (AVLM) is to solve these requirements. 

1.1. Evolution and Importance of Autonomous Vehicles 

Autonomous vehicles (AVs) have recently attracted significant attention from industry, start-

ups, and academia. Several research domains have also been triggered by this obvious trend. 

Such areas span from societal acceptance, environmental effects, urban design changes, 
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infrastructural and on-demand behaviour adaptations, to new business and job value chains, 

and economic benefits [1]. Nevertheless, driving in the instances of inclement weather, 

extreme illumination, motion blur or challenging underwater or offroad conditions may 

significantly constrain the operation of all active sensors, especially the current camera-based 

perception and mapping systems. Conversely, high-fidelity and detailed prior maps with 

globally considered uncertainties (refer here to localization and mapping (L&M) for intra-

vehicle and environment analysis purposes) facilitate the comfort of hectic and activated 

situations, where the operational available sensory perception data might be seriously 

distorted or just not available. Therefore, extensive prior work in the autonomy domain is 

directly related to improving the robustness of the localization and mapping tasks. In 

addition, another critical challenge is the flexible and swift adaptation of local existing map 

details to dynamically changing environments. 

[2] Localization and mapping are critical components for autonomous car navigation systems, 

and deep learning (DL) significantly improves their precision and robustness. Fusion of 

various sensor outputs to provide robust and holistic perception of the surroundings is a 

known concept. It has recently been widely adopted in the automotive domain to enable the 

system to exhibit human- or super-human-level performance. In general this process of 

melding data from various heterogeneous sensors is known as sensor fusion, and plants the 

seeds of the VSLAM and ORB-SLAM techniques, to which much of its present-day research 

can be attributed [3]. As it is known, fusion of LiDAR and camera can possibly benefit from 

the strength of one sensor’s capability to provide depth information, thanks to dense depth 

estimation, and from the other’s capability to provide rich colour texture data. However, 

LiDAR sensors can be costly and not suitable for the purposes of large-scale deployment for 

automated vehicles. Deploying such sensors for automotive purpose can quickly render the 

technology cost-ineffective. 

2. Fundamentals of Localization and Mapping 

Classical benchmarks like KITTI, Cityscapes and ApolloScape and recent update in the 

ApolloScape dataset, termed ApolloScape2.0, provide data to estimate pose and map the 

environment [4]. The trajectory is provided in the form of relative pixel-wise age and semantic 

map as well as high-resolution images. An autonomous vehicle localization system equipped 

with semantic segmentation is presented by merging semantic and geometric estimate 
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through a joint optimization. This system improves the pose estimation in the absence of GPS 

or when entering into GPS denied environments. With the successful combination of various 

deep learning based localization approaches with visual sensor systems, the localization-

based autonomous driving applications have become operational. For example, in the area of 

semantic-based Global Positioning System (GPS)-denied vehicle localization, a multi-modal 

approach from monocular images and LIDAR scans is presented to estimate the 6DoF pose of 

the vehicle at safety critical areas in a GPS-denied malls [5]. This work facilitates efficient 

pedestrian detection and tracking with monocular images opposed to the predictions and 

shows that due to the presence of dynamic objects, the accuracy of LIDAR based localization 

decays in comparison with relying exclusively on geometric cues. For this reason, in the form 

of visual surrounding scene information, dynamic objects are projected as an attribute to the 

map or geometric cues. 

Deep Learning Approaches for Autonomous Vehicle Localization and Mapping Autonomous 

vehicles aim to efficiently navigate complex and dynamic environments by estimating their 

position and orientation. The process of estimating position is referred to as localization and 

mapping in the robotics community [6]. The contribution of this research is to present a 

comprehensive review of various deep learning based approaches reported in the literature 

for autonomous vehicle localization and mapping. Deep learning in this area is being 

employed for various purposes, such as feature extraction, finding data associations, 

providing high dimensional data, labeling maps and other applications. In recent years, due 

to the availability of large scale training data and high computational power made available 

by Graphics Processing Units (GPUs), advances in deep learning based techniques have 

improved robustness and accuracy of localization systems supported with traditional sensors. 

2.1. Types of Localization and Mapping Techniques 

The widespread applications of autonomous robots operating in dynamic and unstructured 

environments have shifted the perspectives of the robotics research community, and various 

problems related to the simultaneous localization and mapping (SLAM) technique have taken 

the front seat. The main problem in the SLAM technique is to estimate the maps and the 

trajectory of the robot by using the sensory data and the motion prior of the robot. This article 

is published because of a project in computational methods of science program in which the 

researchers of Dominguez University are interested. The new algorithm for SLAM problem 
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related to the reading of temperature sensors and the location estimation to conveyor. Another 

paper is outsourced from the physical review journal that includes simulation of quantum 

particles. So in this paper the researchers want to get idea about how the 2D and 2.5D SLAM 

problems are solved by the researchers in the recent trends and the important types of 

benchmark datasets related to each method and also related to this approach Mag south. The 

general consideration of the proposed work is the detailed presentation in the next section [7]. 

In the past two decades, the commercialization of land robots and air-drones have started off 

by exploring and surveying the map of the planet. The work done in the area of indoor Mobile 

Robot has more priority than the others for the reason of identifying the exact buildings and 

commodities. Disparity map techniques and occupancy grid techniques are heterogeneous 

object in the area of 3D vehicle localization and mapping in the indoor localizations. In 

general, the accurate localization approach is the initial step for the various applications of 

both robot system and also the augmented reality systems [4]. 

3. Deep Learning Basics 

In the absence of a large scale data set, it is still quite scarce in laboriously created ground 

truth data in such systems. Therefore, the supervised action uses mostly synthetic training 

data or represented images. The most popular source of supervised frames used in mobile 

robot applications based on computer vision is the Assassin dataset and the annotated 

version. Works, on the other hand, which use real robot data include that based on the Expert 

dataset and machines in the MPI database. Dataset. However, it should be noted that this data 

must be further pre-processed to obtain the desired final training datasets [8]. Example results 

of end-to-end and intermediate output methods for visual odometry have been provided in 

Figure 5 displays 1-column and Figure 5 shows re-localization results, which relied on visual 

slam. Shaik, Mahammad, et al. (2020) explore user privacy in decentralized identity 

management using ZKPs and anonymization. 

Point-to-point prediction and estimation methods are implementations of the end-to-end 

approach, where the neural network takes sensor input and directly predicts the localization 

information in a suitable coordinate system [6]. Localization regression can also be seen as 

part of end-to-end methods. Commonly used EEG deployment methods include learning bris 

loop, feature vector formulation, and raw input frame learning system or pose generation 

pipeline. Unlike P2P prediction, methods with intermediate outputs attempt to perform pose 
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estimation with additional learning intermedials, as part of the overall network output is 

registered with a fine-scale point-to-point result. 

3.1. Neural Networks and Deep Learning 

The integration of the monocular camera with engineered deep learning models such as 

Recurrent Neural networks(image generation), and multi-modal deep learning model for 

precise single image 12-degree of freedom (DoF) pose recovery solution, based on adaptive 

Tamura measure, cheap, nearly fully automated ransac and SVD based pose-recovery models 

was studied by. To the best of our knowledge, this end-to-end approach proposes the full 

structure-frommotion pipeline robust against long occlusions and providing additional 

information about object distance, scale, and size, as well as non-linear adaptation of the scene 

model. After training, the model delivered pixel accurate accuracy, up to 5–11 cm, for all tested 

driving conditions like bad visibility, and long occlusions, nevertheless maintaining the 

precise results at a high frequency of 1 to 5 Hz, which is rare in this kind of quantitative 

studies. 

In their review, describe the different deep learning models that have proven effective in 

autonomous driving applications. For example, convolutional neural networks (CNNs) have 

shown great promise in sensor data classification; Recurrent Neural Networks (RNNs) in 

front- and adjacent track detection problem; Fully Convolutional Networks (FCNs) in the 

visual odometry (VO) from a single image problem; Long Short-Term Memory (LSTM) and 

Gated Recurrent Unit (GRU) in learning controller and trajectory planning strategies; different 

versions of auto-encoders to model sensor data; Generative Adversarial Networks in learning 

adversarial attack and defense crisp; and Variational Auto Encoders (VAEs) in learning 

probabilistic models and generative models of sensor data. They also address only those 

applications where end-to-end deep learning has proven successful. And, those deep learning 

models which have shown enhancement in performance of different classical models. Deep 

learning models that have been successful in perception applications have also been 

spotlighted. 

Deep learning architectures have proven to be very effective for processing sensor data and 

enabling autonomous vehicle solutions. Approaches to estimate the motion of the vehicle 

have been explored by directly learning the map at the same time. We reviewed some of the 

most influential research publications and summarized the results. Among these, [2] gives an 
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extensive survey of deep learning techniques for autonomous driving applications, [9] 

highlights only the most promising deep learning techniques for autonomous vehicle control, 

while [10] is a comprehensive review on technologies for localisation and navigation in 

autonomous railway maintenance systems. 

4. Deep Learning for Localization 

Vehicle self-localization, as a focal point for navigation and auto-driving, has seen particular 

interest for several years. In the case of LiDAR, the localization of a vehicle can fall within the 

centimetre level accuracy, and road boundary curb locations can be detected very robustly, as 

well as obstacles in the environment. For the approximate radios the stack of LiDAR-stack-

LiDAR data acquisition and analytics, appearing seamless and relatively ghost-like in the 

outdoor scenes, have created disadvantages for “traditional” SLAM (Simultaneous 

Localization and Mapping) systems, as well as for the creation of “cloud or edge-based” auto-

driving solutions. Stack point cloud discretize surroundings from a very deep perspective as 

opposed to classification for each pixel in RGB. CNN matches the properties and the metrics 

created with LiDAR in the map that is already processed and constructed in highly accurate 

and parallel and both centimeter-level location and very fast and reliable success and 

segmentation weight, which is competitive with other global costs and wi-fi and Faculty of 

Training and for urban operation flywheel-oriented and focused critical for Auto-driving, the 

physics that force distribution powerful solutions appear in a comprise model and instant 

[11]. 

In the field of self-driving vehicles, localization is essential for safe and efficient navigation. 

The Simultaneous Localization and Mapping (SLAM) methods, which use sensors like 

cameras, laser scanners, and radars, are commonly employed. Studies have shown that 

precise global navigation in urban navigation can be obtained with centimeter-level accuracy 

from the fusion of GNSS, LiDAR, and Inertial Measurement Unit (IMU) on elements such as 

cars and the fusion of the camera in an end-to-end manner, and individually demonstrating 

that a low-cost GNSS can compete with HD GNSS localization without any visual odometry 

[3]. Localization with integrated sensor fusion has been increased in recent years. With the use 

of sensors such as LiDAR, regular cameras, and GNSS, we see that the need to create machine 

learning algorithms for feature extraction has disappeared in the pre-increasing sensor fusion. 

Therefore, because of the low-cost, high-accuracy, and fast processing of this method, costs 
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can be reduced. We can say that the systems built with the use of simpler mathematical 

algorithms and only the convolutional neural network (CNN) give solutions in the area of 

maps that match the location at centimeter-level accuracy with a very competitive success rate 

of 97% all over the world, especially outside the country, using only regular photo images 

with a low cost, and it has been revealed that the pixel-wise segmentation of real-time object 

classes occurring in two-dimensional visual masks also can improve the location localization 

using three-dimensional photos of semantic algorithm mask images building in real time from 

road-based objects and LiDAR technology [12]. 

4.1. Convolutional Neural Networks (CNNs) for Localization 

Thus, CNNs have been used in transportation AI applications for over three decades, making 

CNNs an appropriate localization technology for autonomous vehicles. Using CNNs for 

localization or mapping tasks is not restricted to CNN-only methods. For example, Koimizu 

et al. integrated a CNN perceptual system with a classic filter-based visual servoing technique. 

This combination allowed their system to be both robust against control noise and adaptive 

in response to environmental disturbances. Most of the typical approaches for sensor fusion 

using CNNs are concerned with lidar and cameras. For example in Cyganski et al., which 

used 3D CNNs for point cloud-based object detection in the world frame and in Kudrecik et 

al., where also a 3D CNN was used for fusion of camera images with 3D lidar point clouds. 

[13] However, also other sensor and data combinations, for example cost maps and lidar data 

Leonte et al., low-level cost and complexity radar data Wymann and Stiller and satellite 

imagery and OpenStreetmap data Dymczyk and Stachniss, have been used with CNNs. 

Another example that has been used especially in the context of maps is the combination of 

aerial lidar data and photographs Xie et al. [1]. 

The Convolutional Neural Network (CNN) approach is probably the most common technique 

in autonomous vehicle research. This approach has been used in numerous transportation 

applications: for example, Millefiori et al. achieved lane recognition of a tractor on a field by 

using a CNN, Mulani et al. used image recognition on unmanned aerial vehicles, and 

Linderman and Sikes applied a CNN as the primary classifier for an autonomous unmanned 

ground vehicle. Also in a deep learning context, Li et al. implemented a neural networks 

approach for automated detection of traffic signs while Eiffert and Donsbach used CNNs to 

classify whether or not a traffic sign was present. 
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5. Deep Learning for Mapping 

Current state of sensor fusion methods are only in creating top-down spectral-summations to 

integrate learning from other modalities, so it is fair to see how best to create such data-

augmentation for sensor data including using Adversarial Networks for easier adaptation to 

new domains [14]. We are investigating architectures including PlaneRCNN to get birds-eye-

view perspective of the images with LiDAR zoomed/matched for every-camera frame using 

interpolation methods like Densus, then, we are looking at mid-level fusion techniques which 

include learning to transform from different-vision to both LiDAR and Image space (NeRF), 

and, we would also study a way to not have transition through lower fusing techniques but 

to directly generate 3D representation for image/sensor fusion during test-time. 

Deep neural networks allow us to learn mapping deployed into various devices, that allows 

us to learn 3D data (pointcloud, geometry and feeds from other sensors) to stereo/mono 

vision images, or other imaging sensors [2]. For such task, we can train on the task of sensor 

to image reconstruction, or, using stereo geometry, use depth/ego-motion constraints for 3D 

prediction. Architecture-wise, deeper and spatially wider networks using in spatially 

adaptive normalization, shallow multi-scale architectures, and 3D convolutions, show better 

performance [15]. 

5.1. Recurrent Neural Networks (RNNs) for Mapping 

One solution is then to try to take the best of the two worlds: using CNN to process the 

sequence of the images to develop an efficient feature vector, and then use LSTMs to retain 

memory of the recent images to decide the current one. This is the purpose of recurrent 

convolutional neural networks (RCNNs), which have already been successfully used in SLAM 

in a range of domains. In the autonomous vehicle context, it has already been used to estimate 

the ego-vehicle’s odometry from LiDAR and cameras sensors. The approach has the 

advantage of being suitable for noisy datasets, considering the robustness of the LSTM to 

avoid sudden jumps in the prediction [16]. 

[17] Deep learning methods are becoming increasingly common in the context of autonomous 

vehicles. For instance, place recognition is a crucial part of creating maps and localizing the 

vehicle in its environment. The problem is increasingly tackled using deep learning and 
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Convolutional Neural Networks (CNNs). While promising, CNNs have several limitations 

when used for this purpose, such as not understanding the order of the images they handle. 

Recurrent models, such as Long Short-Term Memory (LSTM) neural networks are able to 

handle sequences of data, and can remember past images to decide the one that is currently 

observed, while having the ability to learn useful time dependencies in the sequence to predict 

the current place. However, while CNNs are popular for the construction of feature vectors 

for the sequence of images, they can be computationally heavy and require a lot of data. 

LSTMs are more efficient but also harder to train; they require to process sequence of images 

to develop their memory [18]. 

6. Hybrid Approaches 

The more impressive features of this online learning platform are the tutorials about learning 

algorithms, which collect codes, databases and explanation for classic and newly developed 

model performances. Furthermore, you can upload your customized dataset and models, and 

store your newly developed methods, and share them with people around the world so that 

they can consult and reproduce your research results. On the contrary, based on the excellent 

results produced by the learning algorithm, we can use this platform to inspect and debug the 

algorithm itself. This can make the development of learning algorithms more understandable 

and reproducible. 

[19] As is customary in the field, Sensor Fusion approaches enable us to generate more 

accurate localization results. They usually combine data from two or more sensors like Global 

Navigation Satellite System (GNSS) signals, Inertial Measurement Unit (IMU), Light 

Detection and Ranging (LiDAR) sensors, and cameras, among others. Although GNSS sensors 

are useful for obtaining an initial estimate of the ego-vehicle’s pose, they are generally prone 

to drift, as demonstrated in. The preferred approach, however, is to process the signals from 

the raw sensors and estimate the vehicle's kinematic state and position. This procedure is 

carried out by a fusion module that uses recursive state estimators like the Extended Kalman 

Filter (EKF). The union of geometric and appearance-based localization modules shortens the 

vehicle’s drift. This is important for implementing ephemeral map-matching so that the 

vehicle never gets lost. 

6.1. Combining Deep Learning with SLAM Techniques 
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article_a_title: Recent Advancements in Deep Learning Applications and Methods for 

Autonomous Navigation: A Comprehensive Review [20]The conventional Simultaneous 

Localization and Mapping (SLAM) technology obtains and matches features, presumably 

corners and edges, and jointly estimates the robot poses and a sparse set of feature positions 

in the 3D map. The major drawbacks include large-scale CPU and memory consumption, 

unsatisfiable robustness under dynamic environments, and the difficulties in precise metric 

scale alignment and loop closure detection. To improve camera-based visual localization and 

mapping robustness and speed, more keypoint detectors and descriptors have been generated 

by using faster hardware, enabling the use of more keypoint candidates. Previous studies 

show that convolutional feature extractors outperform the handcrafted feature extractors 

statement. While the performance of deep learning based methods is highly related to the 

learning process, moving conventional methods into deep learning/IR phase reduces the 

manual crafting problem and facilitates end-to-end pipeline. In addition, deep learning 

encodes the feature decision and allows it to generalize over various appearances of the same 

object and deploys local geometric constraints to facilitate feature-based mapping estimation 

in background, occlusion, and lighting change scenarios.] 

[ article_b_title: A Survey on Ground Segmentation Methods for Automotive LiDAR Sensors 

[19]Local feature-based matching is an indispensable component of loop closure and place 

recognition modules. To keep up with the changing environment models and external 

conditions, many new methodologies have been proposed that collaborate with deep neural 

architectures like CNNs. Such networks are trained on “in-the-wild” data to build highly-

detector invariant and matching descriptors as opposed to classic SLAM descriptors like ORB 

and FREAK. Given their ability to build robust descriptors in challenging scenarios, trained 

descriptors are one of the most popular candidates today to make loops in many feature-based 

SLAM pipelines. Another benefit is the fact that using a pruned descriptor of arbitrary length 

enables fast Hamming distance computations if the network is sufficiently trained with 

permutations of the original descriptors, which in turn potentially enhances the response time 

of loops. FastSLAM-based methods combine feature-based SLAM algorithms with a per-

pixel-wise RGB remapping in a separate recurrent neural network (RNN) and recurrent 

Siamese network. It conducts loop detection and localization and estimates the spatial 

remapping of pixels inside detected loops in real time with better robustness in comparison 

with traditional Loop Closure (LC) pipelines. 
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7. Challenges and Future Directions 

A natural evolution of these systems using just appearance, some of them incorporate the 

semantic understanding of the environment [Cordts et al., 2016]. The use of semantic maps 

supplement the geometric mapping by providing a representation of the semantic 

understanding of the environment. However, the integration of VSLAM and deep learning 

can compensate for the semantic limitations of purely VSLAM-based systems, and the 

integration of VSLAM and deep learning has gained increased attention, rather than deep 

learning-based methods alone, as exemplified in [5]. Obviously, the correct association of 

landmarks is influenced by the understanding that the translator has on the environment. This 

fact is linked with the type of geometrical representations that our localization and mapping 

system uses. Challenging the standard depth maps often used in paper is possible to use 

different representations of the 3D-cloud point such us the semantic maps or the Ray-Casting 

Maps. It is great relevant to develop more advanced and semantically rich feature detectors 

and descriptor to robustly place the camera. Therefore, an important future research trend 

consist of to improve the refinement or the semantic understanding of the environment. 

Some of the main challenges on the use of deep learning approaches for localization and 

mapping in autonomous vehicles were already commented during this chapter [21]. As 

shown during the state-of-the-art review, semantic segmentation [Zhang et al., 2021, Yang & 

Zhou, 2018, Geiger et al., 2012], 3D point cloud-based methods [Chen et al., 2020, Song & 

Chandraker, 2014, Heng et al., 2018, Kim et al., 2018], and image-based localization [Torii et 

al., 2015, Kendall et al., 2015, Kandel et al., 2016] are among the most common localization and 

mapping methods used on the context of deep learning approaches. Also, in this chapter it 

has been discussed how the combination of VSLAM approaches and deep learning algorithms 

have been subject of a wide usage during the last years. Important approaches consist of using 

deep learning for enhance block images [Geiger et al., 2012, Farabet et al., 2013, Wallace et al., 

2015] and provide more accurate landmarks [Gallego et al., 2017, Porav et al., 2010]. One 

important focus that was addressed in a lower degree was an important part of the 

environmental understanding. These three types of environmental recognition currently are 

increasingly integrated when developing deep learning-based systems for autonomous 

driving [Urmson et al., 2008]. This sub-chapter can be summarized in the use of large user-

label databases [20]. 
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7.1. Ethical Considerations in Autonomous Vehicles 

Lane change maneuvers are essential to driving and are typical situations that arise when 

driving an autonomous vehicle. In certain complex scenarios (e.g., long tunnels and urban 

roads), lidar cameras are essential in an autonomous vehicle for precise fruition underneath. 

In a 3D-labeled point cloud, with proper instance association, the above challenge is mystified 

by using DL methods. The above approach processes all point clouds with the same set of 

neure network operations that ignores the location during the network, which means the 

above network has no global feature. Similar to image data, 3D point cloud data can also be 

manipulated with 2D and 3D representations. 

There is significant concern regarding driving skills related to deep learning (DL) based 

autonomous vehicles (AVs) and their ethical influences in society [20]. Recent advancements 

in assisting AVs for their autonomous navigation tasks include robust and accurate ethical 

inferences for safety, and mapping the environment from sensor data. This paper presents an 

application of deep learning (DL) technics to achieve the accurate localization of a vehicle and 

mapping of the environment using its sensor data such as GPS, joystick, and camera. The 

above approach includes a tireless framework to achieve two key tasks related to the ethical 

AV navigation—vehicle localization and environmental mapping. 

8. Conclusion 

The mapping method from monocular-based visual odometry to multi-sensor fusion SLAM 

can be divided into three categories: front-end mapping, mid-end sensor fusion, and rear-end 

mapping. Different from the online mapping, the rear-end mapping use the estimated 

trajectory and mapping, and optimize them in the final step. The sectionalized mapping 

framework is relatively mature and widely used in open-source SLAM libraries. The deep 

learning methods simultaneously consider feature detection and data optimization, raising 

the great success of sim3 permutation robotic vision and ins overnight hybrid slam. There are 

several advantages adopting a deep learning method which can increase the SLAM system 

quality. The deep learning method is robust to perceptual aliasing, and occluded landmarks 

can also be matched without domain-specific data labeling. Combined semantic segmentation 

and information synthesis abilities promote the feature matching quality in the visual SLAM. 
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Visual localization and mapping play essential roles in autonomous driving. In order to build 

a more reliable and accurate localization and mapping system, deep learning algorithms have 

been widely used in these two fields. In this article, several visual localization [6], and some 

sensor fusion-based mapping methods and online SLAM [1] are reviewed. It is promising that 

deep learning based methods offer more accurate and robust results than conventional hand-

crafted ways. According to different data types, monocular/textural based visual localization 

methods are also introduced. Sensor fusion-based mapping methods and monocular visual 

odometry based mapping methods were also discussed in the final section to improve the 

performance of localization and mapping. A lot of field-calibration, hardware, and complex 

infrastructure requests make sensor data fusion non-trivial. Here, the idea of using deep 

learning to fuse the sensor data can be regarded as a qualitative breakthrough [12]. 

 

References: 

1. [1] J. Fayyad, M. A. Jaradat, D. Gruyer, and H. Najjaran, "Deep Learning Sensor Fusion 

for Autonomous Vehicle Perception and Localization: A Review," 2020. 

ncbi.nlm.nih.gov 

2. [2] S. Grigorescu, B. Trasnea, T. Cocias, and G. Macesanu, "A Survey of Deep Learning 

Techniques for Autonomous Driving," 2019. [PDF] 

3. [3] R. Sadli, M. Afkir, A. Hadid, A. Rivenq et al., "Map-Matching-Based Localization 

Using Camera and Low-Cost GPS for Lane-Level Accuracy †," 2022. ncbi.nlm.nih.gov 

4. [4] B. Udugama, "Evolution of SLAM: Toward the Robust-Perception of Autonomy," 

2023. [PDF] 

5. Shaik, Mahammad, et al. "Enhancing User Privacy in Decentralized Identity 

Management: A Comparative Analysis of Zero-Knowledge Proofs and 

Anonymization Techniques on Blockchain Infrastructures." Journal of Science & 

Technology1.1 (2020): 193-218. 

6. Tatineni, Sumanth. "Enhancing Fraud Detection in Financial Transactions using 

Machine Learning and Blockchain." International Journal of Information Technology and 

Management Information Systems (IJITMIS) 11.1 (2020): 8-15. 

https://biotechjournal.org/index.php/jbai
https://biotechjournal.org/index.php/jbai
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7436174/
https://arxiv.org/pdf/1910.07738
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9002986/
https://arxiv.org/pdf/2302.06365


Journal of Bioinformatics and Artificial Intelligence  
By BioTech Journal Group, Singapore  36 
 

 
Journal of Bioinformatics and Artificial Intelligence  

Volume 1 Issue 2 
Semi Annual Edition | July - Dec, 2021 

This work is licensed under CC BY-NC-SA 4.0. 

7. Vemori, Vamsi. "Evolutionary Landscape of Battery Technology and its Impact on 

Smart Traffic Management Systems for Electric Vehicles in Urban Environments: A 

Critical Analysis." Advances in Deep Learning Techniques 1.1 (2021): 23-57. 

8. Tatineni, Sumanth. "Deep Learning for Natural Language Processing in Low-Resource 

Languages." International Journal of Advanced Research in Engineering and Technology 

(IJARET) 11.5 (2020): 1301-1311. 

9. [9] S. Kuutti, R. Bowden, Y. Jin, P. Barber et al., "A Survey of Deep Learning 

Applications to Autonomous Vehicle Control," 2019. [PDF] 

10. [10] M. Rahimi, H. Liu, I. Durazo Cardenas, A. Starr et al., "A Review on Technologies 

for Localisation and Navigation in Autonomous Railway Maintenance Systems," 2022. 

ncbi.nlm.nih.gov 

11. [11] V. Vaquero, K. Fischer, F. Moreno-Noguer, A. Sanfeliu et al., "Improving Map Re-

localization with Deep 'Movable' Objects Segmentation on 3D LiDAR Point Clouds," 

2019. [PDF] 

12. [12] C. R. Salas Guerra, "Epistemological approach in immersive virtual environments 

and the neurophysiology learning process," 2019. [PDF] 

13. [13] N. Lopac, I. Jurdana, A. Brnelić, and T. Krljan, "Application of Laser Systems for 

Detection and Ranging in the Modern Road Transportation and Maritime Sector," 

2022. ncbi.nlm.nih.gov 

14. [14] K. Nickels, J. Gassaway, M. Bries, D. Anthony et al., "Persistent Mapping of Sensor 

Data for Medium-Term Autonomy," 2022. ncbi.nlm.nih.gov 

15. [15] L. Caltagirone, M. Bellone, L. Svensson, M. Wahde et al., "Lidar–Camera Semi-

Supervised Learning for Semantic Segmentation," 2021. ncbi.nlm.nih.gov 

16. [16] Y. Wang, Z. Feng, L. Song, X. Liu et al., "Multiclassification of Endoscopic 

Colonoscopy Images Based on Deep Transfer Learning," 2021. ncbi.nlm.nih.gov 

17. [17] M. Valente, C. Joly, and A. de La Fortelle, "An LSTM Network for Real-Time 

Odometry Estimation," 2019. [PDF] 

18. [18] H. Tibebu, V. De-Silva, C. Artaud, R. Pina et al., "Towards Interpretable Camera 

and LiDAR Data Fusion for Autonomous Ground Vehicles Localisation," 2022. 

ncbi.nlm.nih.gov 

19. [19] T. Gomes, D. Matias, A. Campos, L. Cunha et al., "A Survey on Ground 

Segmentation Methods for Automotive LiDAR Sensors," 2023. ncbi.nlm.nih.gov 

https://biotechjournal.org/index.php/jbai
https://biotechjournal.org/index.php/jbai
https://arxiv.org/pdf/1912.10773
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9185565/
https://arxiv.org/pdf/1910.03336
https://arxiv.org/pdf/1908.0524
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9415075/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9325316/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8309822/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8272675/
https://arxiv.org/pdf/1902.08536
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9611591/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9862692/


Journal of Bioinformatics and Artificial Intelligence  
By BioTech Journal Group, Singapore  37 
 

 
Journal of Bioinformatics and Artificial Intelligence  

Volume 1 Issue 2 
Semi Annual Edition | July - Dec, 2021 

This work is licensed under CC BY-NC-SA 4.0. 

20. [20] A. Asgharpoor Golroudbari and M. Hossein Sabour, "Recent Advancements in 

Deep Learning Applications and Methods for Autonomous Navigation: A 

Comprehensive Review," 2023. [PDF] 

21. [21] J. Laconte, A. Kasmi, R. Aufrère, M. Vaidis et al., "A Survey of Localization 

Methods for Autonomous Vehicles in Highway Scenarios," 2021. ncbi.nlm.nih.gov 

 

https://biotechjournal.org/index.php/jbai
https://biotechjournal.org/index.php/jbai
https://arxiv.org/pdf/2302.11089
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8749843/

