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Abstract 

Capsule networks, introduced by Hinton et al. in 2017, have emerged as a promising 

alternative to traditional convolutional neural networks (CNNs) for their ability to capture 

hierarchical relationships in data. Central to capsule networks is the concept of capsule 

routing mechanisms, which enable dynamic routing between capsules, facilitating better 

modeling of spatial hierarchies and viewpoint invariance. This paper provides a 

comprehensive review of advances in capsule routing mechanisms and explores their 

applications in enhancing routing efficiency and improving model interpretability. We 

discuss various routing algorithms, including dynamic routing, EM routing, and others, 

highlighting their strengths and limitations. Additionally, we examine how capsule networks 

have been applied in different domains, such as image recognition, natural language 

processing, and medical image analysis, showcasing their effectiveness in improving model 

performance and interpretability. Finally, we discuss open challenges and future directions in 

the field of capsule routing mechanisms, emphasizing the need for further research to unlock 

their full potential. 

Keywords 

Capsule networks, routing mechanisms, dynamic routing, EM routing, interpretability, 

hierarchical relationships, viewpoint invariance, image recognition, natural language 

processing, medical image analysis 

 

I. Introduction 

https://biotechjournal.org/index.php/jbai
https://biotechjournal.org/index.php/jbai


Journal of Bioinformatics and Artificial Intelligence  
By BioTech Journal Group, Singapore  160 
 

 
Journal of Bioinformatics and Artificial Intelligence  

Volume 3 Issue 2 
Semi Annual Edition | Jul - Dec, 2023 

This work is licensed under CC BY-NC-SA 4.0. 

Capsule networks, introduced by Hinton et al. in 2017, represent a paradigm shift in neural 

network architectures, offering a more structured and interpretable approach compared to 

traditional convolutional neural networks (CNNs). At the heart of capsule networks lie 

capsule routing mechanisms, which enable capsules (groups of neurons) to communicate and 

agree on the instantiation parameters of higher-level capsules, facilitating the modeling of 

spatial hierarchies and viewpoint invariance. This paper provides a comprehensive review of 

advances in capsule routing mechanisms and their applications in enhancing routing 

efficiency and improving model interpretability. 

The traditional CNNs rely on max-pooling to achieve translation invariance, which limits 

their ability to capture spatial hierarchies and pose relationships in data. In contrast, capsule 

networks use dynamic routing to enforce spatial hierarchies, allowing capsules to agree on 

their inputs based on the agreement between their output vectors and the predictions of 

higher-level capsules. This mechanism enables capsule networks to learn hierarchical 

representations of objects, making them more robust to variations in viewpoint and 

deformation. 

Recent research has focused on improving the efficiency and effectiveness of capsule routing 

mechanisms. Dynamic routing, the original routing algorithm proposed by Hinton et al., has 

been studied extensively, leading to improvements such as routing by agreement and EM 

routing. These advancements aim to address the limitations of dynamic routing, such as the 

need for iterative updates and the lack of routing stability. 

In addition to enhancing routing efficiency, capsule routing mechanisms have been applied 

in various domains to improve model interpretability. For example, in image recognition, 

capsule networks have shown promise in capturing part-whole relationships and object 

compositions, leading to improved classification accuracy and robustness to occlusions. 

Similarly, in natural language processing, capsule networks have been used to model 

hierarchical structures in text, enabling better understanding of context and semantics. 

Despite these advancements, several challenges remain in the field of capsule routing 

mechanisms. Scaling capsule networks to larger datasets and more complex tasks remains a 

challenge, as the computational cost of dynamic routing grows quadratically with the number 

of capsules. Additionally, incorporating attention mechanisms into capsule networks and 

exploring new routing strategies are areas of active research. 
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II. Background 

Convolutional neural networks (CNNs) have been the cornerstone of deep learning in 

computer vision tasks for their ability to automatically learn hierarchical features from data. 

However, CNNs have limitations in capturing spatial hierarchies and pose relationships in 

images, which are crucial for tasks such as object recognition and scene understanding. 

Capsule networks were proposed as a solution to these limitations, offering a more structured 

and biologically inspired approach to modeling visual data. 

The key innovation of capsule networks is the introduction of capsules, which are groups of 

neurons that represent various properties of an entity, such as pose, deformation, and texture. 

Each capsule outputs a vector representing the instantiation parameters of its associated 

entity, along with a scalar value representing the probability that the entity is present in the 

input. Capsules at higher levels in the network receive inputs from capsules at lower levels 

and use dynamic routing to reach a consensus on their inputs based on the agreement between 

their output vectors and the predictions of higher-level capsules. 

Dynamic routing, the routing algorithm proposed by Hinton et al., iteratively updates the 

coupling coefficients between capsules based on the agreement between their output vectors 

and the predictions of higher-level capsules. This process allows capsules to reach a consensus 

on their inputs and enables the network to learn hierarchical representations of objects, 

making it more robust to variations in pose and deformation. 

Despite the promise of capsule networks, they have not yet achieved widespread adoption in 

the deep learning community. One reason for this is the computational cost of dynamic 

routing, which grows quadratically with the number of capsules in the network. This 

scalability issue has hindered the application of capsule networks to larger datasets and more 

complex tasks. 

In recent years, researchers have proposed several advancements in capsule routing 

mechanisms to address these limitations. These advancements include routing by agreement, 

which introduces a mechanism for capsules to reach a consensus without iterative updates, 

and EM routing, which applies the expectation-maximization algorithm to update the 

coupling coefficients more efficiently. These advancements aim to improve the efficiency and 
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effectiveness of capsule routing mechanisms and make capsule networks more practical for 

real-world applications. 

Overall, capsule networks represent a promising direction in deep learning, offering a more 

structured and interpretable approach to modeling data. By enabling capsules to 

communicate and agree on their inputs, capsule routing mechanisms facilitate the modeling 

of spatial hierarchies and viewpoint invariance, leading to improved model performance and 

interpretability. 

 

III. Advances in Capsule Routing Mechanisms 

A. Dynamic Routing 

Dynamic routing is the original routing algorithm proposed by Hinton et al. in the context of 

capsule networks. It works by iteratively updating the coupling coefficients between capsules 

based on the agreement between their output vectors and the predictions of higher-level 

capsules. This iterative process allows capsules to reach a consensus on their inputs and 

enables the network to learn hierarchical representations of objects. 

While dynamic routing has shown promise in improving the performance of capsule 

networks, it has several limitations. One major limitation is its computational cost, which 

grows quadratically with the number of capsules in the network. This scalability issue has 

hindered the application of dynamic routing to larger datasets and more complex tasks. 

B. Routing by Agreement 

Routing by agreement is an advancement in capsule routing mechanisms that aims to address 

the limitations of dynamic routing. Instead of iteratively updating the coupling coefficients, 

routing by agreement introduces a mechanism for capsules to reach a consensus without 

iterative updates. This mechanism works by comparing the output vectors of capsules with 

the predictions of higher-level capsules and updating the coupling coefficients based on the 

degree of agreement. 

Routing by agreement has several advantages over dynamic routing. It is computationally 

more efficient, as it does not require iterative updates of the coupling coefficients. 
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Additionally, it has been shown to improve the routing stability of capsule networks, making 

them more robust to variations in input data. 

C. EM Routing 

EM routing applies the expectation-maximization (EM) algorithm to update the coupling 

coefficients between capsules more efficiently. The EM algorithm consists of two steps: the 

expectation step, where the posterior probabilities of the latent variables (i.e., the coupling 

coefficients) are computed based on the current parameters, and the maximization step, where 

the parameters are updated based on the posterior probabilities computed in the expectation 

step. 

EM routing has been shown to improve the efficiency and effectiveness of capsule routing 

mechanisms. By using the EM algorithm to update the coupling coefficients, EM routing can 

achieve routing stability without the need for iterative updates, making it more 

computationally efficient than dynamic routing. 

Overall, these advancements in capsule routing mechanisms aim to improve the efficiency 

and effectiveness of capsule networks. By addressing the limitations of dynamic routing and 

introducing more efficient routing algorithms, researchers hope to make capsule networks 

more practical for real-world applications. 

D. Other Routing Mechanisms 

1. Spread Transform Routing: This routing mechanism introduces a spread transform 

operation, which spreads the input vectors of capsules in lower layers to match the 

dimensions of capsules in higher layers. This operation allows capsules to 

communicate effectively and share information across different layers of the network. 

2. Routing with Transformation Capsules: This approach introduces transformation 

capsules, which learn to transform the input vectors of capsules in lower layers to 

match the pose and deformation parameters of capsules in higher layers. This 

mechanism enables capsules to model spatial hierarchies and viewpoint invariance 

more effectively. 

3. Adaptive Routing: Adaptive routing mechanisms dynamically adjust the routing 

process based on the input data and the state of the network. For example, capsules 
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may adaptively change their routing behavior based on the complexity of the input 

image or the uncertainty in their predictions. 

These routing mechanisms aim to improve the flexibility and adaptability of capsule 

networks, making them more robust to variations in input data and more effective in 

modeling spatial hierarchies and viewpoint invariance. By exploring new routing strategies 

and incorporating attention mechanisms, researchers hope to further improve the 

performance and efficiency of capsule networks in various applications. 

 

IV. Applications of Capsule Routing Mechanisms 

A. Image Recognition 

Capsule routing mechanisms have shown promise in improving the performance of image 

recognition tasks. By capturing part-whole relationships and object compositions, capsule 

networks can achieve higher classification accuracy and robustness to occlusions compared 

to traditional CNNs. Additionally, capsule networks have been shown to be more 

interpretable, as the activation of capsules can directly correspond to specific parts or features 

of an object. 

B. Natural Language Processing 

In natural language processing (NLP), capsule networks have been applied to tasks such as 

semantic parsing and contextual understanding. By modeling hierarchical structures in text, 

capsule networks can capture the relationships between words and phrases more effectively, 

leading to better performance in tasks such as question answering and sentiment analysis. 

C. Medical Image Analysis 

Capsule networks have also been applied to medical image analysis tasks, such as organ 

segmentation and disease detection. By modeling the spatial relationships between different 

parts of an organ or lesion, capsule networks can improve the accuracy of segmentation and 

detection tasks, leading to better diagnosis and treatment planning. 

Overall, capsule routing mechanisms have shown great potential in a wide range of 

applications, from image recognition to natural language processing and medical image 
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analysis. By improving the efficiency and interpretability of deep learning models, capsule 

networks have the potential to revolutionize the field of artificial intelligence and enable new 

applications in various domains. 

 

V. Enhancing Model Interpretability 

Capsule networks offer a more interpretable alternative to traditional convolutional neural 

networks (CNNs) due to their structured architecture and routing mechanisms. The ability to 

capture part-whole relationships and object compositions allows capsule networks to provide 

more meaningful explanations for their predictions. 

One way capsule networks enhance interpretability is through the visualization of capsule 

activations. By examining which capsules are active for a given input, researchers can gain 

insights into how the network processes information and makes predictions. This can be 

particularly useful in medical image analysis, where understanding which parts of an image 

contribute to a diagnosis can help improve the trustworthiness of the model. 

Comparing capsule networks with CNNs, capsule networks tend to offer more transparent 

reasoning for their decisions. CNNs often work as black boxes, making it difficult to 

understand why they produce certain outputs. Capsule networks, on the other hand, 

explicitly model hierarchical relationships, making it easier to trace back how a decision was 

made. 

Overall, the interpretability of capsule networks makes them appealing for applications where 

understanding the reasoning behind a model's decision is important, such as healthcare and 

autonomous systems. By providing more transparent and understandable explanations for 

their predictions, capsule networks can improve trust in AI systems and facilitate their 

integration into real-world applications. 

 

VI. Challenges and Future Directions 

Despite the advancements in capsule routing mechanisms, several challenges remain in the 

field. One of the major challenges is the scalability of capsule networks to larger datasets and 
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more complex tasks. The computational cost of dynamic routing grows quadratically with the 

number of capsules, making it challenging to apply capsule networks to tasks that require a 

large number of capsules. 

Another challenge is the incorporation of attention mechanisms into capsule networks. 

Attention mechanisms have been shown to improve the performance of neural networks by 

allowing them to focus on relevant parts of the input. Integrating attention mechanisms into 

capsule networks could further enhance their performance and efficiency. 

Additionally, exploring new routing strategies could lead to further improvements in the 

efficiency and effectiveness of capsule networks. By designing routing mechanisms that are 

tailored to specific tasks or input data, researchers could develop capsule networks that are 

more adaptable and robust. 

Furthermore, improving the interpretability of capsule networks remains an important 

research direction. While capsule networks offer more transparent explanations for their 

predictions compared to CNNs, there is still room for improvement in terms of providing 

more meaningful and actionable insights from capsule network outputs. 

Overall, addressing these challenges and exploring new directions in capsule routing 

mechanisms could lead to further advancements in the field and unlock the full potential of 

capsule networks in various applications. 

 

VII. Conclusion 

Capsule routing mechanisms have emerged as a promising approach to improving the 

efficiency and interpretability of deep learning models. By enabling capsules to communicate 

and agree on their inputs, capsule routing mechanisms facilitate the modeling of spatial 

hierarchies and viewpoint invariance, leading to improved model performance and 

interpretability. 

In this paper, we have provided a comprehensive review of advances in capsule routing 

mechanisms and their applications in various domains. We discussed the evolution from 

convolutional neural networks to capsule networks, highlighting the key concepts and 

innovations introduced by capsule networks. We also examined the advancements in capsule 
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routing mechanisms, including dynamic routing, routing by agreement, and EM routing, 

discussing their strengths and limitations. 

Furthermore, we explored the applications of capsule routing mechanisms in image 

recognition, natural language processing, and medical image analysis, showcasing their 

effectiveness in improving model performance and interpretability. We also discussed the 

challenges and future directions in the field, emphasizing the need for further research to 

address scalability issues, incorporate attention mechanisms, and explore new routing 

strategies. 
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